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Regression Overview

@ Empirical analysis in economics is to provide precise
quantitative answers to questions of economic interest

e What is the effect of reducing class size on test scores?

@ Economic model relates economic variables of interest to one
another using a equation

o Achievement = f(effort, class size, parental investment)

@ Econometric model completes an economic model by
specifying any additional uncertainty
o Achievement = f(effort, class size, parental investment, ¢)

23 Y, agsume 2 N(o 47)

N)
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Linear regression model

@ Y = dependant / outcome / response variable
e What are plausible Y's in class size reduction policy?

Tk 9 (Ui Rt Qo W Sthshis m

e X = independent / explanatory / predictor variable

o Contains treatment of interest and other factors that effect Y
o What are the X's in class size reduction policy?

C\nss sig | SAHM-Todr (b
@ Simple regression: Y = Gy + 51X + €
R, o 5\ (wnkeown|

@ Multiple regression: Y = Gy + 51.X1 + ... + Bk Xk + €
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Functional vs. Statistical Relationship

@ Regression model describes the statistical relationship between
outcome Y and response variable(s) X

Functional Relationship Statistical Relationship

Yo |7 ! } Statistical

e- Error

X, )-(1
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Relationship Between X and Y t

@ The covariance is a measure of the linear association between
X (class size) and Y (test score)

o Sy = Cov(x,y) = %Z?:l(xi —Xx)(yi —¥)
o Units are Units of X x Units of Y (No. of students x Score)

@ Cov(X,Y) > 0 means a positive relation between X and Y

@ Correlation is a unit less measure of the strength of linear
relationship between X and Y

o Py = ;X—ng is a number between -1 and 1
e pxy = 1 means perfect positive linear relationship
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Simple Regression Example

@ Question: What is the relationship between class size and test
scores in California?

@ Data available from 420 California school districts

e 5th grade district average math and reading score \(
o Student to Teacher Ratio (STR): number of students divided
by number of teachers (within district) ><

@ What is the regression model of interest?

gwrﬁx = (5% .Y)\§TR>\~\*@
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Test Score and Student to Teacher Ratio

FIGURE 4.2 Scatterplot of Test Score vs. Student-Teacher Ratio (California School District Data)

Data from 420 Califor-  Test score
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nia school districts.
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@ We want to model above relationship with a simple linear

regression
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Estimating Simple Regression

FIGURE 4.1 Scatter Plot of Test Score vs. Student-Teacher Roﬁo {Hypothefical Data)

The scatterplot shows Test score (Y)
hypothetical ohservations 700 - W\\V\ ‘ b >(
' : A

for seven school districts.
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Student-teacher ratio (X)

o Simple regression estimates: 3, = C‘\’/‘;riz;\)/), Bo=Y — B X

o Known as Ordinary Least Squares (OLS) estimator
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Effect of STR on Achievement

@ TestScoreq = o + B1STRy + €4

o We want to estimate 3; = AESSL?CRW. Interpret (317

PLis avy. st (0 bt St en
STRy gors ve Py

@ Line of best fit: TestScorey = Bo + 515TRd
° (Eo,/l;l) found by minimizing Y|, ( TestScoreq — Tes/tS?>red)2

W
ws\'va\\ QJ\

o by = a(Tisfscored’STR") and by = TestScore — b;STR
Var(STRy)

N N
Q\\NB W (}\0\3(&\ o g<‘\vx'-‘1 \’)\\\00
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Effect of STR on Achievement Cont.wi“\ \ove ¢\A$¥S

—> Not Cowalsing AR Moy Wort \owr S,

o Districts with larger class sizes (higher STR) are associated '\\(\Q\,\»S
with lower test scores

FIGURE 4.3 The Estimated Regression Line for the California Data

The estimcted regres-  ‘Test score
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Effect of STR on Achievement Cont.
Ptk R g0 @

@ Estimated model: Test/S?ored =698.9 — 2.285TRy
-

e ok sk )

@ Primary estimate of interest is Bl = —-2.28

e Districts with one more student per teacher on average are
associated with 2.28 points lower test scores

Seleo! Aig ks ‘«h\\ he @ffeted 4y \:S,(AV\'H
fvor M clag cipe. big vy W pact acawss Al g

@ How to interpret intercept of bo = 698.97

St (o g-(hzo ot n datn £\
v W"“\\fw\\(}u\ ey ) e SoY \30
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Properties of Slope Estimator
@ We generally want estimators to be unbiased and consistent

o Slope estimator ’5\1 unbiased if E(El) =05
o Slope estimator (3; consistent if 3; = (1 as n grows large

@ It can shown (using CLT) that the distribution of slope

estimator B = C(\j/‘;%(»)/) is: i -1/\ 2 ()({,5{\1
: . o2 T

B MO R OF

il -

W\ G

@ Show that Bl is unbiased and consistent

E(ﬁ‘\\"%\ v N oS V(’S\S\\‘S‘Q, ’S\Bl“q By
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Simple Linear Regression and Hypothesis Testing

@ Simple linear regression: TestScorey = Bo + P1STRy + €4

o fp (intercept) and By (slope) are unknown parameters
o Use sample (STRy, TestScoreq)?_; to make inference about

the simple linear regression parameters _/\
Passibhle =0, ot A v \Q<D Cvn A

~T R
v, v
@ Question: How much can we trust the primar< estimate b;?

, a n
Mo AWVE RN o, $ Nor (_%l Sw RV
@ Null Hypothesis: Class size has no effects on achievement
uo" B\ -
@ Alternative Hypothesis: Class size effects achievement

I
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Q\[h\va
SLR and Hypothesis Testing Cont. :

I ! A ‘l!'l,\
@ Under Hp : 1 = 0 we have Bl ~ N(O,

(X X)2
e Since € unknown o2 is also unknown. The solution is to
replace it with s2 the sample variance of the residuals

<=L e=y -\
o If H : 1 #0 we compute p- vaIue =2x Pr(Bl > 51)

° El is very significant if p-value < 0.01, significant if p-value <
0.05, and marginally significant if p-value < 0.1

e Computing p-value involves SE(BI) =/ Var(BI)
o Typically (not always) v\/\/

Lo * lE’\;\ praivt < © 5

@ P-value = 0 for class size appllcatlon

9 14 /21
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Fitness of Regression Model

@ R? measures the proportion of variation in the outcome ()
explained by the independent variable(s) (X)

o R?is a number between 0 and 1
o R? =1 means regression model perfectly fits the data

o R? = 2R: SST = Sum of Square Total, SSR = Sum of
Square Regression

o SST = Z?:l(%‘ *}7)2 and SSR = Z, (Vi = }7)2
Vov, \n Y \jar in Y QxQ\N\NL)‘ \’3\6 W\'O&,l\

o R? applies to both simple and multiple linear regression
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Simple Linear Regression Summary

The population linear regression model

o Y =0[+ /X +e PD\ Qg(&\{c\ DS( \\{\VNS&

Line of best fit and OLS estimator

o B = Y%y and By = ¥ — i X

Hypothesis testing
o Hy: Blannd H; - 517&0

Measures of fit for simple regression: y = bo + bix
o Correlation and R?

16
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Extending to Multiple Regression \(:tﬁm‘awﬁb/;i

@ Results from simple linear regression are usually not causal

e Many other factors that affect both X and Y are not
accounted for in the model

@ Can bias slope estimates (omitted variable bias)

@ Returns to education: Adultincome; = By + 1 YrsEduc; + €;
e What are some variables in ¢; that may bias Bl? ~.
SRS o e S0
_ Y
oAt rt YL | vwoh vahha
@ Two solutions to help obtain causal result:
o 1) Randomized control trial, or 2) Multiple regression

17/21
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Ay
Randomized Control Trial MXL 4en pot wtlabe 49

e N\ =

\
@ Simple regression model: Y; = By + B1.X; + ¢ <
went 2 L X ~—_ — @
@ In a RCT the Xs are randomly assigned to individuals \

o No omitted variable bias since X; independent to ¢; Coatel zwwx

o Now b1 has a causal interpretation 7
™ Ony A 5K VW et 3 peat et 14 X

@ Correlation does not imply causation?

e Generally true for observational data, but false for experimental
data where treatment variable is randomly assigned

MU VIIN

K
@ Returns of education: Y; = B + (51 YrsEduc; + €;
e Can we randomly assign years of education to individuals?

Wob - eAwiial 45 W
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Multiple Regression

@ Slope estimate in simple regression can be biased from
omitted variables related to X and Y

e Solution is to include the omitted variables into the model
—> Cymg,«\,e PO wl sk Xy vt 354 Ky o |><Q

o Multiple regression: Y = o+ 51.X1 + 5o Xo + ... + Bi Xk + €
e 31 = effect of changing X; on Y holding X3,..., X\ constant
e b; can be causal if all relevant variables are included

o Conditional independence: ¢ indep. to Xi given X, ..., Xi
1 ‘ .
Mo A Xy o Xe | 2wt lnkd X,

@ Returns to education:
Y; = Bo + 01 YrsEducyS B2 Exp; + B3 Parentincome; + €;

LM, Yvg Edue not tled +D 5 1 E Rwe

E)(Q‘ 2 etk W st . 3
) Qaanm ‘\’\O'\'i\jd‘\'\\)/\ D ommi ke
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¢ asouakd
Regression Table Example ~ Exv» 4 ok el A w/%'
W 8 wgee W
Wi Wiy 7 gy

Table: Income and Health Returns to Education (Fake Data) 3 vl
\{ ) S Hourly Wage Hourly Wage Years Lived Years Lived ‘\l'l !
Constant 11%** 10%** 65%** 66***
(2.5) (0.1) (10) (10)
Years of Educ [ i 1Hkx o Jxk
)\ 0, (0.5) (0.1) (0.25) (03)
Experience Kl 0.5**
~ (0.8) (0.245)
arent income ($1000) 0.1%* 0.15%
sely ‘\ 0.048 0.075
R-square 0.15 0.30 0.10 0.20
No. of indivisuals 15000 15000 15000 15000

Stars denote level of significance *10%,"* 5%, and ***1%.

@ Regression table generally contain coefficient estimates,
standard errors, no. of observations, and R?
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Summary of Linear Regression

@ Goal: examine causal relationship between outcome Y and
explanatory variable X

@ Simple linear regression is a good starting point

e Slope estimate is likely biased due to omitted variables that
effect both X and Y

e Experiments (RCTs) are ideal for determining causal
relationship between X and Y

o Costly and sometimes unfeasable

@ Multiple regression can control for several relevant variables
e Obtain causal relationship under conditional independance
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