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Sample Selection Introduction

Empirical analysis based on samples and not the population

Sample used for analysis may not represent the population

Participants may select themselves to the sample of interest
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Formalization of the Selection Problem

Population: Yi = –0 + –1Xi + Ui , E (Ui |Xi) = 0

Sample selection: si = I(Zi“1 + Xi“2 + Vi Ø 0)

Conditional expectation for selected sample:
E (Yi |Xi , Zi , si = 1) = —0 + Xi—1 + E (ui |Xi , Zi , si = 1)

Selection bias: Yi = —0 + —1Xi + ‘i if Cov(Xi , ‘i |si = 1)
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Example of Sample Selection Bias

Population: ln(wagei) = —0 + —1educi + ‘i

Unobservables: ‘i = ◊1motivi + ei

Sample selection: worki = I(“educi + (◊2motivi + ÷i) Ø 0)

Selection bias: Cov(educi , motivi |worki = 1) < 0
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Solutions to Selection Problem

Include control variable Wi so that Cov(Xi , ‘i , Wi |si = 1) = 0

Control for the estimated Inverse Mills Ratio (Heckman)
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